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Preface

Suppose there were two identical twins
stranded on a desert island. Because they
have the same genes and are in the same
environment, they adapt equally well to
the rigorous demands of survival. Would
the concept of intelligence ever arise? This
conundrum was first posed by Quinn McNe-
mar (1964) in his presidential address to the
American Psychological Association. The
conundrum raised the question of whether
our concept of intelligence is based exclu-
sively on individual differences. It also
showed the extent to which in the earlier
part of the 20th century, thinking about
intelligence was very closely tied to the
psychological study of individual differ-
ences, or “differential psychology.” In those
days, there were many different theories
of intelligence but Edwin Boring’s (1923)
view of intelligence as whatever it is that
intelligence tests measure seemed to be a
starting point for much of this research.
The factor-analytic theorists who belonged
to the differential-psychology movement
generally used such tests as the starting

point for generating their theories. They
still do.

As we start the second decade of the
21st century, approaches to the study of
intelligence are far more varied and diverse
than they were then. They still very
much include the differentially based factor-
analytic approach, but they include other
approaches as well. Embracing such a diver-
sity of approaches raises far more questions
than were raised before about just what
intelligence is. But there has never been
much agreement on what intelligence is.
Even in the early 20th century, when experts
were asked what they believe intelligence
to be, every expert gave a different answer
(“Intelligence and Its Measurement,” 1921).
This situation leaves us with the Humpty
Dumpty conundrum:

“I don’t know what you mean by ‘glory,”
Alice said. Humpty Dumpty smiled con-
temptuously. “Of course you don't — till
I tell you. I meant ‘there’s a nice knock-
down argument for you!’”” “But ‘glory’
doesn’t mean ‘a nice knock-down argu-
ment,”” Alice objected. “When I use a
word,” Humpty Dumpty said, in rather a
scornful tone, “it means just what I choose it
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to mean — neither more nor less.” “The ques-
tion is,” said Alice, “whether you can make
words mean so many different things.”
“The question is,” said Humpty Dumpty,
“which is to be master — that’s all.” (Lewis
Carroll, Through the Looking-Glass, ch.
VI)

Does intelligence have any set meaning
at all, or does it end up meaning what we
want it to mean? Is it discovered, invented,
or some combination of the two?

This handbook addresses the most basic
questions about intelligence — such as how
we come to conceive of it and what it
means — and also addresses questions such as
how to measure it, how it develops, and how
it can be increased, if at all. The handbook
is the culmination of a series of volumes, all
published by Cambridge University Press.
The first volume was published almost 30
years ago (Sternberg, 1982). That Handbook
of Human Intelligence was the first compre-
hensive volume trying to set down and syn-
thesize the entire field of human intelli-
gence. The handbook was intended to guide
research on intelligence for the remainder
of the 20th century. The century ended
and so the second volume was published
18 years later (Sternberg, 2000). The Hand-
book of Intelligence was broader than the orig-
inal handbook and included material on ani-
mal intelligence as well — hence, the word
“human” was dropped from the title. Four
years later, the International Handbook of
Intelligence (Sternberg, 2004) was published.
The goal of that book was to present intel-
ligence in a global way. How is intelligence
conceived of, measured, and developed in
countries around the world? The handbook
revealed similarities but also great diversity
in the ways in which intelligence is viewed
around the world.

The field of intelligence has been mov-
ing forward at a much greater rate than
ever before, and this explosion of knowl-
edge is what has led to the publication of
a new and even more comprehensive hand-
book only slightly more than a decade after
the 2000 publication. This handbook is a
joint effort between Sternberg and a col-
laborator and former student at Yale, Scott

Barry Kaufman. The Cambridge Handbook of
Intelligence, which you are now reading, is by
far the most comprehensive single-volume
work to present to readers the breadth and
depth of work being done in recent years
in the field of intelligence. The handbook is
divided into nine parts.

Part I, “Intelligence and Its Measure-
ment,” contains four chapters that introduce
the constructs. Chapter 1, “History of The-
ories and Measurement of Intelligence,” by
N. J. Mackintosh, reviews how our current
theories and measurements of intelligence
have come to be. Chapter 2, “Tests of Intel-
ligence,” by Susana Urbina, discusses the
current state of intelligence tests and the
issues confronting them. Chapter 3, “Factor-
Analytic Models of Intelligence,” by John
O. Willis, Ron Dumont, and Alan S. Kauf-
man, reviews the differential approach to
intelligence and the factor-analytic models
that have arisen out of it. Chapter 4, “Con-
temporary Models of Intelligence,” by Janet
E. Davidson and Iris A. Kemp, surveys and
evaluates some of the major contemporary
models.

Part II deals with various aspects of
the “Development of Intelligence.” Chap-
ter 5, “Intelligence: Genes, Environments,
and Their Interactions,” by Samuel D. Man-
delman and Elena L. Grigorenko, reveals
our current knowledge about how genes
and environment interact to produce intelli-
gence. Chapter 6, “Developing Intelligence
through Instruction,” by Raymond S. Nick-
erson, discusses what we have learned about
how intelligence can be developed through
instructional techniques. Chapter 7, “Intel-
ligence in Infancy,” by Joseph F. Fagan, ana-
lyzes what we know about intelligence in the
earliest years of life. Chapter 8, “Intelligence
in Childhood,” by L. Todd Rose and Kurt W.
Fischer, reviews the literature on how intel-
ligence develops and manifests itself during
the childhood and teenage years. Chapter g,
“Intelligence in Adulthood,” by Christopher
Hertzog, reviews our knowledge of how
intelligence develops throughout the adult

life span.
Part III deals with “Intelligence
and Group Differences.” Chapter 10,
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“Intellectual Disabilities,” by Robert M.
Hodapp, Megan M. Griffin, Meghan M.
Burke, and Marisa H. Fisher, discusses
different intellectual disabilities, especially
the intellectual disability formerly called
mental retardation. Chapter 11, “Prodigies
and Savants,” by David Henry Feldman and
Martha J. Morelock, presents our knowl-
edge on extremely exceptional specific
kinds of intelligence during childhood and,
in some cases, adulthood as well. Chapter 12,
“Intellectual Giftedness,” by Sally M. Reis
and Joseph S. Renzulli, portrays the devel-
opment of children who have extraordinary
intellectual gifts. Chapter 13, “Sex Differ-
ences in Intelligence,” by Diane F. Halpern,
Anna S. Beninger, and Carli A. Straight,
summarizes and analyzes our knowledge
about levels and patterns of differences
between the sexes in intelligence. Chapter
14, “Racial and Ethnic Group Differences in
Intelligence in the United States,” by Lisa
A. Suzuki, Ellen L. Short, and Christina
S. Lee, discusses how different groups
understand and display their intelligence in
one society, the United States. Chapter 15,
“Race and Intelligence,” by Christine E.
Daley and Anthony J. Onwuegbuzie,
discusses the construct of race and reviews
research on the existence and causes of race
differences in intelligence.

Part IV is on the “Biology of Intelli-
gence.” Chapter 16, “Animal Intelligence,”
by Thomas R. Zentall, summarizes and
integrates our knowledge about intelligence
in animals other than humans. Chapter 17,
“The Evolution of Intelligence,” by Liane
Gabora and Anne Russon, discusses how
intelligence has evolved over time within
but primarily across species boundaries.
Chapter 18, “Biological Bases of Intelli-
gence,” by Richard J. Haier, evaluates
our knowledge regarding biological bases,
particularly as revealed by neurocognitive
imaging.

Part V is about “Intelligence and Infor-
mation Processing.” Chapter 19, “Basic Pro-
cesses of Intelligence,” by Ted Nettel-
beck, deals with the more basic attentional
and perceptual processes that provide a
foundation for intelligence. Chapter 20,

“Working Memory and Intelligence,” by
Andrew R. A. Conway, Sarah J. Getz,
Brooke Macnamara, and Pascale M. J. Engel
de Abreu, points to interesting research that
suggests that working memory and fluid
intelligence are extremely closely related.
Chapter 21, “Intelligence and Reasoning,” by
David F. Lohman and Joni M. Lakin, takes
a more traditional approach, relating intel-
ligence to reasoning and primarily induc-
tive reasoning. Chapter 22, “Intelligence and
the Cognitive Unconscious,” by Scott Barry
Kaufman, takes a look at interesting litera-
ture, some of it quite recent, suggesting that
the cognitive unconscious may play more of
a role in intelligence than many of us might
think. Chapter 23, “Artificial Intelligence,”
by Ashok K. Goel and Jim Davies, pro-
vides a panorama of current views on artifi-
cial intelligence and how it relates to natural
intelligence.

Part VI deals with “Kinds of Intelli-
gence.” Chapter 24, “The Theory of Mul-
tiple Intelligences,” by Katie Davis, Joanna
Christodoulou, Scott Seider, and Howard
Gardner, presents the widely known and
utilized theory of multiple intelligences orig-
inally presented by Howard Gardner. Chap-
ter 25, “The Theory of Successful Intelli-
gence,” by Robert J. Sternberg, summarizes
the (triarchic) theory of successful intelli-
gence and the empirical evidence support-
ing it. Chapter 26, “Emotional Intelligence,”
by John D. Mayer, Peter Salovey, David R.
Caruso, and Lillia Cherkasskiy, reviews a
literature that has shown explosive growth
during the last two decades or so, that on
emotional intelligence. Chapter 27. “Prac-
tical Intelligence,” by Richard K. Wagner,
highlights our understanding of practical
intelligence, or how people use their intel-
ligence in their everyday lives. Chapter 28,
“Social Intelligence,” by John F. Kihlstrom
and Nancy Cantor, discusses how social
intelligence, or intelligence as exhibited in
our interactions with people, can make a dif-
ference to people’s lives. Chapter 29, “Cul-
tural Intelligence,” by Soon Ang, Linn Van
Dyne, and Mei Ling Tan, discusses cultural
intelligence, or how we can adapt to differ-
ent cultural contexts. Finally, Chapter 30,
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“Mating Intelligence,” by Glenn Geher and
Scott Barry Kaufman, presents the intrigu-
ing notion that intelligence may be in large
part an evolutionary adaptation to increase
our ability to attract the mates we want.

Part VII covers “Intelligence and Society.”
Chapter 31, “Intelligence in Worldwide Per-
spective, ” by Weihua Niu and Jillian Brass,
provides an overview of intelligence as it
exists in a wide variety of cultures. Chap-
ter 32, “Secular Changes in Intelligence,”
by James R. Flynn, discusses the astonish-
ing finding, by Flynn himself, that levels of
intelligence as measured by intelligence tests
increased by about three points per decade
during the 20th century. Chapter 33, “Soci-
ety and Intelligence,” by Susan M. Barnett,
Heiner Rindermann, Wendy M. Williams,
and Stephen J. Ceci, deals with the relation-
ship between IQ test scores and outcomes in
society that are viewed as more or less suc-
cessful in the contexts of various societies.
Chapter 34, “Intelligence as a Predictor of
Health, Illness, and Death,” by Ian J. Deary
and G. David Batty, reviews results analyzed
by Deary and others, especially of the Scot-
tish Mental Surveys, linking intelligence to
issues of longevity and health during one’s
life span.

Part VIII is entitled “Intelligence in Rela-
tion to Allied Constructs.” Chapter 3s,
“Intelligence and Personality,” by Colin G.
DeYoung, surveys the ever-growing liter-
ature on how intelligence relates to per-
sonality as captured by different theories,
especially five-factor theory. Chapter 36,
“Intelligence and Achievement,” by Richard
E. Mayer, summarizes what we know about
how measured levels of intelligence pre-
dict school and other types of achievement.
Chapter 37, “Intelligence and Motivation,”
by Priyanka B. Carr and Carol S. Dweck,
shows that people’s attitudes toward their
intelligence, and especially its modifiabil-
ity, may be key in their ability to acquire
new knowledge and to succeed in learning,
both in school and elsewhere. Chapter 38,
“Intelligence and Creativity,” by James C.
Kaufman and Jonathan A. Plucker, reviews
the widely dispersed literature on the rela-
tionship of intelligence to creativity, a

relationship whose nature has been in dis-
pute for many years and continues to be.
Chapter 39, “Intelligence and Rationality,”
by Keith E. Stanovich, Richard F. West, and
Maggie E. Toplak, reviews the literature on
intelligence and rationality, suggesting that
although they may be related, they are by no
means the same. Chapter 40, “Intelligence
and Wisdom,” by Ursula M. Staudinger and
Judith Gliick, shows that understanding wis-
dom can help us better understand how
intelligence can play either a positive or a
negative role in society. Chapter 41, “Intel-
ligence and Expertise,” by Phillip L. Acker-
man, discusses how intelligence matters in
the acquisition and manifestation of exper-
tise in its various phases.

Finally, Part IX is called “Moving For-
ward.” In the final chapter of the book,
Chapter 42, “Where Are We? Where Are
We Going? Reflections on the Current and
Future States of Research on Intelligence,”
Earl Hunt, one of the pioneers of the cogni-
tive approach to intelligence, discusses both
where the field is and where it is going and
should be going.

We hope you enjoy the book and find
it profitable. The book has been a labor of
love for both of us. But most of all, it has
been a labor for all the authors involved and
we are grateful to them for taking the time
and putting in the effort to make this vol-
ume possible. We wish to thank our edi-
tors at Cambridge University Press, Simina
Calin and Jeanie Lee, for their support of
this project, as well as our copy editor Pat-
terson Lamb for her patience and hard work
and Ken Karpinski for his help with pro-
duction. We also want to thank Cambridge
University Press for its support of the entire
endeavor in its publication of all the succes-
sive handbooks of which this one is a culmi-
nation.

RJS and SBK
February 2011
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INTELLIGENCE AND ITS
MEASUREMENT






History of Theories and Measurement

of Intelligence

N. J. Mackintosh

It would be difficult to start measuring
“intelligence” without at least some implicit
or intuitive theory of what intelligence is,
and from the earliest Greek philosophers to
the present day, many writers have enunci-
ated their ideas about the nature of intelli-
gence (see Sternberg, 1990). For Plato, it was
the love of learning — and the love of truth;
St. Augustine, on the other hand, believed
that superior intelligence might lead peo-
ple away from God. Thomas Hobbes in
Leviathan went into more detail, argu-
ing that superior intelligence involved a
quick wit and the ability to see similarities
between different things, and differences
between similar things (ideas that have cer-
tainly found their way into some modern
intelligence tests).

Measurement, however, implies some-
thing further: No one would be interested in
measuring people’s intelligence unless they
believed that people differ in intelligence.
Many early writers did of course believe this.
Homer’s Odysseus, in contrast to the other
heroes of the Iliad and Odyssey, is often
described as clever, resourceful, wily, and
quick-witted. But not all theorists shared

this belief. Adam Smith in The Wealth of
Nations argued that the division of labor
was responsible not only for that wealth but
also for the apparent differences in the tal-
ents of a philosopher and a street porter.
And when Francis Galton published Hered-
itary Genius in 1869, in which he sought to
prove that people differed in their natural
abilities, his cousin Charles Darwin wrote to
him: “You have made a convert of an oppo-
nent. .. for I have always maintained that,
excepting fools, men do not differ in intel-
lect, only in zeal and hard work” (Galton,

1908, p. 290).

Measuring Intelligence
Galton
Francis Galton had no doubt on this score.

I have no patience with the hypothesis occa-
sionally expressed, and often implied, espe-
cially in tales written to teach children to
be good, that babies are born pretty much
alike, and that the sole agencies in creat-
ing differences between boy and boy, and
man and man, are steady application and
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moral effort. It is in the most unqualified
manner that I object to pretensions of natu-
ral equality. The experiences of the nursery,
the school, the University, and of profes-
sional careers, are a chain of proofs to the
contrary. (Galion, 1869, p. 12)

The results of public examinations, he
claimed, confirmed his belief. Even among
undergraduates of Cambridge University,
for example, there was an enormous range
in the number of marks awarded in the
honor examinations in mathematics, from
less than 250 to over 7,500 in one particu-
lar two-year period. As a first (not entirely
convincing) step in the development of his
argument that this wide range of marks
arose from variations in natural ability, he
established that these scores (like other
physical measurements) were normally dis-
tributed, the majority of candidates obtain-
ing scores close to the average, with a regular
and predictable decline in the proportion
obtaining scores further away from the
average.

Allied to an almost compulsive desire
to measure anything and everything, it was
perhaps inevitable that Galton should wish
to provide a direct measure of such dif-
ferences in natural ability. But what mea-
sures would succeed in doing this? In 1884,
at the International Health Exhibition held
in London, he set up an Anthropometric
Laboratory, where for a small fee visitors
could be measured for their keenness of sight
and hearing, color vision, reaction time,
manual strength, breathing power, height,
weight and so on. He could hardly have
supposed that these were all interchange-
able measures of intelligence, and some
were surely there simply because they could
be measured. But Galton was a follower
of the British empiricist philosophers and
argued that if all knowledge comes through
the senses, then a “larger,” more intelligent
mind must be one capable of finer sensory
discrimination and thus able to store and
act upon more sensory information. Hence
the relation between intelligence and dis-
crimination — which we will come across
again.

J. McK. Cattell

A more systematic attempt to measure dif-
ferences in mental abilities was proposed
by James McKeen Cattell (1890), who pub-
lished a detailed list of 10 “mental tests” (plus
another 40 in brief outline); they included
measures of two-point tactile threshold,
just noticeable difference for weights, judg-
ment of temporal intervals, reaction time,
and letter span. Cattell did not claim that
this rather heterogeneous collection of tests
would provide a good measure of intel-
ligence — indeed the word “intelligence”
does not even appear in his paper. Once
again, it seems clear that the tests were cho-
sen largely because the techniques required
were already available. These were the stan-
dard experimental paradigms of the new
experimental psychology being developed
in Germany, and whatever it was that they
were measuring, at least one could hope that
they were measuring it accurately. Although
no doubt unfair, it is hard to resist the anal-
ogy with the man who has lost his keys when
out at night, and confines his search to an
area underneath a street lamp, not because
he thinks that is where he lost them, but
because at least he can see there.

As a measure of intelligence, indeed, Cat-
tell’s tests did not last long. Their demise
came from a study conducted in his labora-
tory by Wissler (19o1), who administered the
tests to undergraduates at Columbia Uni-
versity and reported two seemingly devas-
tating findings. First, although the students
did indeed differ in their performance on
many of the tests, there was virtually no cor-
relation between their performance on one
and their performance on another. Even the
correlations between different measures of
speed, for example, averaged less than .20. If
one test, therefore, was succeeding in mea-
suring differences in intelligence, the others
could not be. But which was the success-
ful one? The second finding suggested that
none of them were, for there was essentially
no correlation between any of the tests and
the students’ college grades, which did in
fact tend to correlate with one another, and
which, following Galton, presumably were
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reflecting differences in intellectual ability
between the students.

Binet

It was the Frenchman, Alfred Binet, who
solved the problem of devising an appar-
ently satisfactory measure of intelligence.
Although he and his colleague, Victor
Henri, had made earlier attempts to mea-
sure differences in intelligence, they had
not been spectacularly successful (Binet
& Henri, 1890), and it was a commission
from the French Ministry of Education that
revived their efforts. The introduction of
(nearly) universal primary education had
brought into elementary schools a num-
ber of children of apparently below average
intelligence, who would never had attended
school before. They did not seem to be
profiting from normal classroom teaching
and were deemed to be in need of spe-
cial education. The problem was to devise
a quick and inexpensive way of identify-
ing such children. Binet had little time for
the new experimental psychology coming
from Wundt’s laboratory in Leipzig, and
although much less hostile to the associa-
tionist tradition of British empiricism, he did
not believe that associationism could answer
all questions. Above all, he thought it non-
sense to suppose that intelligence could be
reduced to simple sensory function or reac-
tion time. Observation of his own young
daughters had convinced him that they were
just as good as adults at making fine sensory
discriminations, and although their average
reaction time might be longer than that of
an adult, this was not because they could
never respond rapidly but rather because
they occasionally responded very slowly — a
failure Binet attributed (perhaps rather pre-
sciently as I shall show later) to lapses of
attention.

For Binet, “intelligence” consisted in
a multiplicity of different abilities and
depended on a variety of “higher” psycholog-
ical faculties — attention, memory, imagina-
tion, common sense, judgment, abstraction.
Even more important, it involved coping
successfully with the world and would thus

be best measured by tests that required
young children to show they were capable of
coping with everyday problems. Could they
follow simple instructions such as pointing
to their nose and mouth? Did they under-
stand the difference between morning and
afternoon, and know what a fork is used for?
Could they count the number of items in a
display, and name the months of the year
(in correct order)? And so on. Were these
adequate measures of intelligence? Binet’s
critical insight was that as young children
become more intellectually competent as
they grow older, a good measure of intel-
ligence would be one that older children
found easier than younger ones; this was
particularly relevant for his main task of
identifying children who were mildly or per-
haps more seriously retarded: The difference
between “normal” and retarded children was
that the former passed his tests at a younger
age than the latter.

The validity of a particular item as a
measure of intelligence in 6-year-old chil-
dren, then, was that most children of
this age could pass it, while essentially all
8-year-olds, but many fewer 4-year-olds,
could. Thus Binet and his later collabora-
tor Theodore Simon devised a series of dif-
ferent tests of increasing difficulty, for 4-,
6-, 8-, and 10-year-old children, all based on
this empirical insight and extensive trial and
error (Binet & Simon, 1908). They acknowl-
edged that there was no abrupt cutoff to
most children’s performance. A normal 6-
year-old would probably answer nearly all
the items in the 4-year test, most of those in
the 6-year test, but quite possibly also man-
age one or two in the 8-year test. It was only
with some reluctance and in a later paper
(Binet & Simon, 1911) that he was prepared
to assign any precise score (a mental age) to
an individual child.Stern (1912) later intro-
duced the concept of the intelligence quo-
tient or IQ, defined as mental age divided by
chronological age, but he seems to have set
little store by the innovation that has guar-
anteed his place in so many textbooks. He
does not so much as mention it in his auto-
biography (Stern 1930). Binet’s reluctance to
provide any precise measurement of a child’s
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intelligence arose partly from his important
observation that different children might get
exactly the same total number of items in
each test correct, but with quite different
patterns of correct and incorrect answers.
This simply confirmed his belief that “intel-
ligence” involved a number of more or less
independent faculties.

Spearman and the Theory of General
Intelligence

Faculty psychology was Charles Spearman’s
béte noire. He abhorred the program that
would separate the mind into a loose con-
federation of independent faculties of learn-
ing, memory, attention, and so on. What
was needed was to understand its opera-
tions as a whole. Without knowing about
Wissler’s experiment, he repeated some-
thing very like it with a group of young chil-
dren in a village school (Spearman, 19o4; he
later admitted that had he been aware of
Wissler’s results he would probably never
have run his own study). He obtained inde-
pendent ratings of each child’s “cleverness
in school” (from their teacher) and “sharp-
ness and common sense out of school” (from
two older children), and also measured their
performance on three sensory tasks. Unlike
Wissler, he did observe modest positive cor-
relations between all his measures: the aver-
age correlation between the three ratings of
intelligence was .55; that between the three
sensory measures was .25, and that between
the intelligence and sensory measures was
.38. These were certainly more encouraging
than Wissler’s results — perhaps because the
obvious restriction of range in students at
Columbia University lowered Wissler’s cor-
relations. But they were still rather mod-
est. Undaunted, Spearman argued that this
was because his measures were unreliable,
and a correction for attenuation had to be
applied. The true correlation between two
tests was the observed correlation between
them divided by the square root of the
product of their reliabilities. This is of
course a standard formula for “disattenuat-
ing” correlations between two tests, but in

modern test theory, the reliability of a test
is measured by the correlation between per-
formance on the test on separate occasions,
or performance on one half of the test ver-
sus the other. Spearman had no such infor-
mation and instead assumed that the reli-
ability of his three measures of intelligence
was the observed correlation between them,
and similarly for the three sensory measures.
Armed with this assumption, he was able
to calculate the “true” correlation between
intelligence and sensory discrimination:

r(true) = .38//(-55 X .25) = 1.01.

Of course, correlations cannot actually
be greater than 1.0, but Spearman assumed
that this was a minor error and confidently
asserted that he had shown that general
intelligence was general sensory discrimina-
tion.

In fact, Spearman later acknowledged
that these measures of reliability were inap-
propriate, and he did not pursue the argu-
ment about the identity of intelligence
and sensory discrimination. A much more
important observation was one he made in
data collected in another school, where he
obtained somewhat more objective mea-
sures of academic performance, namely,
each child’s rank order in class for each of
four different subjects, as well as measures
of pitch discrimination and musical ability as
rated by their music teacher. Interestingly,
he anticipated Binet’s appreciation of the
importance of age by making an allowance
for a pupil’s age in adjusting their class
ranking. The correlation matrix he reported
between all these six measures is shown in
Table 1.1. As can be seen, the correlations
form what Spearman called a “hierarchy”;
with one small exception, the correlations
decrease as one goes down each column or
across each row of the matrix. What was
the meaning of this? Spearman’s “Two Fac-
tor” theory provided the proposed answer.
Each test measures its own specific factor,
but also, to a greater or lesser extent, a gen-
eral factor that is common to all the tests in
the battery. It is this general factor, which
Spearman labeled g for general intelligence,
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Table 1.1. Spearman’s reported correlations between six
different measures of school attainment and musical
performance. The figures comes from Spearman (1904) —
although Fancher (1985), going back to Spearman’s raw data,
has shown that they are not, alas, perfectly accurate

Classics ~ French  English  Maths  Pitch  Music
Classics -
French 83 -
English 78 .67 -
Maths .70 .67 .64 -
Pitch .66 .65 .54 45 -
Music .63 .57 .51 .51 .40

that was said to explain why all tests cor-
related with one another. That this was a
sufficient explanation of the observed corre-
lation matrix, Spearman argued, was proved
by the application of his “tetrad equation.”
If r,, stands for the observed correlation
between tests 1 and 2 and so on, then the
tetrad equation was as follows:

M2 XT3, =13 XTy (1)

Substitute the appropriate numbers from
Table 1.1 into this equation, and you have
83 x .64 = .53, and .78 x .67 = .52, as close
as one could reasonably ask — and much the
same will hold for any other two pairs of
correlations in the table. Why should this
be? Spearman’s explanation was straightfor-
ward: The reason that tests 1 and 2 corre-
late is because both measure g. The observed
correlation between the two tests is simply
a product of each test’s separate correlation

with g
I, ="I,g XTIy (2)

And because this is true of all other pairs of
tests, equation 1 can be rewritten as follows:

Ty XTog X T30 X T4
=Tg XT3g XTog XTyp (3)

which is clearly true. When the correlation
matrix of a battery of tests forms a hierar-
chy such as that seen in Table 1.1, to which
the tetrad equation applies, the explanation,
said Spearman, is because the correlations

between all tests are entirely due to each
test’s correlation with the single general fac-
tor, g.

It is worth remarking that the develop-
ment of Spearman’s two-factor theory was
not based on the results of anything that
could properly be called an intelligence test.
But that theory allowed Spearman later
to argue that Binet’s tests, without Binet’s
knowing it, had in fact succeeded in pro-
viding a good measure of general intelli-
gence. Every item in Binet’s tests measured
its own specific factor as well as the general
factor. Over the test as a whole, however,
the specific factors would, so to say, cancel
each other out, leaving the general factor to
shine strongly through. This was the prin-
ciple of “the indifference of the indicator.”
More or less any mental test battery, wither-
ingly referred to as any “hotchpotch of mul-
titudinous measurements” (Spearman, 1930,
p. 324), would end up measuring general
intelligence, provided only that it was suf-
ficiently large and sufficiently diverse.

What was the explanation of the general
factor? At different times, Spearman came
up with two quite different explanations.
One was couched in terms of his “noege-
netic” laws, which asserted that the three
fundaments of general intelligence were the
apprehension of one’s own experience, the
eduction of relations and the eduction of
correlates (Spearman, 1930). The second was
that g was “something of the nature of an
“energy” or “power” that serves in common
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the whole cortex” (Spearman, 1923, p. 5).
Two of the noegenetic laws bore fruit in
that their emphasis on the importance of
the perception of relations between super-
ficially dissimilar items, otherwise known
as analogical reasoning, provided the impe-
tus for the construction of Raven’s Matrices
(Penrose & Raven, 1936). The second per-
haps bears some passing resemblance to
more modern ideas, discussed below, that
speed of information processing is the basis
of g (Anderson, 1992; Jensen, 1998).

The Divorce between Theory
and Practice

Binet's tests were introduced into the
United States by Henry Goddard, the direc-
tor of research at the Vineland Training
School in New Jersey, an institution for
individuals with developmental disabilities.
These tests later formed the initial basis
for Lewis Terman’s greatly improved ver-
sion, the Stanford-Binet test (Terman, 1916),
now in its fifth edition (Roid, 2003). Ter-
man and Goddard then joined the commit-
tee set up by Robert Yerkes to devise the
U.S. Army Alpha and Beta tests used to
screen some 1.75 million draftees in World
War 1. The apparent success of these tests
and the wide publicity they attracted after
the war led to a proliferation of new test
construction — with many new tests based
on the Army tests themselves but most
designed for use in schools, where they were
often used to assign children to different
tracks or classes. The first on the scene
was the National Intelligence Test devel-
oped by Yerkes and Brigham, but later tests
included the Henmon-Nelson tests, and the
Otis “Quick Scoring Mental Ability Tests.”
For such tests to be economically viable, it
was important that they could be adminis-
tered to relatively large numbers of people
in a relatively short time. In other words,
they needed to be group tests, and as the
name of the Otis test implies, one desidera-
tum was that they could be rapidly and reli-
ably scored. Hence the introduction of the
multiple-choice question format. Brigham

also developed tests for the College Entrance
Exam Board, which were the forerunners of
the Scholastic Aptitude Test (SAT). Even-
tually more individual tests were devised,
including the first individual test of adult
intelligence, the Wechsler-Bellevue test, the
forerunner of the Wechsler Adult Intelli-
gence Scale (WAIS), but which also bor-
rowed and adapted many items from the
Army tests. Wechsler also introduced the
concept of the “deviation 1Q.” IQ defined
as mental age divided by chronological age
might work for children up to the age of
16 or so, but because 40-year-old adults do
not obtain mental age scores twice those
of 20-year-olds, mental ages will not work
for adults. Wechsler’s solution was to com-
pare an individual’s test score with the
average score obtained by people of the
same age.

Both Goddard and Terman had stressed
the practical usefulness of Binet’s test and
Terman’s revision of it. Goddard argued that
the tests identified not only those referred
to at that time as “idiots” and “imbeciles” —
those severely disabled with an IQ score
below 50 — but also, and even more impor-
tant because they were not so easy to diag-
nose by other methods, the mildly disabled
or “feebleminded” (for whom Goddard
coined the term “moron”). Goddard (1914)
had no doubt that it was in society’s best
interests to curb the reproduction of such
individuals — and in this echoing eugenic
views that were commonplace at the time
(see Kevles, 1985) — but this association has
served to give IQ tests a bad name ever since
(e.g., Murdoch, 2007). Terman (1916), in his
introduction to the Stanford-Binet test, also
spent much time extolling the test’s practi-
cal value, not only for identifying the “fee-
bleminded” but also in schools, where much
time would be saved by identifying the more
and the less able. Later test constructors also
stressed the value of identifying intellectu-
ally gifted children. The important point for
the test constructors was to establish the
predictive validity of their tests. Test scores
would not only identify the disabled but
also predict who would do well at school,
who would therefore profitably continue on
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to college and university, and thereafter who
would be suitable for what job. Many orga-
nizations, including, for example, the mili-
tary and the police, routinely gave all appli-
cants an IQ test and imposed a lower cutoff
score as a minimum admission requirement.

In sharp contrast to Binet, who regarded
his tests as simply providing an estimate of a
child’s present level of intellectual function-
ing, Spearman, Burt, Goddard, Terman, and
Yerkes were also united in their conviction
that their tests “were originally intended,
and are now definitely known, to mea-
sure native intellectual ability” (Yoakum &
Yerkes, 1920, p. 27). It hardly needs to be said
that they had not a shred of real evidence
for this conviction. But it too did little to
endear other psychologists to the psychome-
tric tradition — especially when this heredi-
tarian bias was combined with one that saw
differences in average native ability between
different social or racial groups.

All this contributed to the independent
development of IQ tests as a technology,
divorced from mainstream psychology, and,
it is commonly assumed, without any the-
oretical understanding of the nature of the
intelligence they were supposed to be mea-
suring. But Galton and Binet both had theo-
ries of intelligence, and both supposed that
a successful measure of intelligence would
be guided by their theory. Wissler’s results
suggested that Galton’s theory was wrong,
while the success of Binet’s test perhaps
implies that his theory was right. The trou-
ble was that although it was indeed based
on some empirical observation of his chil-
dren, it was a rather commonsensical the-
ory that owed little to the experimental psy-
chology of his day. Galton’s and especially
Cattell’s ideas were indeed based on con-
temporary experimental psychology — but
that psychology, in the shape of Wissler’s
data, had apparently shown they were
wrong. This concatenation of events is often
blamed for the development of the two sep-
arate disciplines of psychology, the exper-
imental and the correlational, so famously
lamented by Cronbach (1957).

This must be at least a large part of the
story — but perhaps not quite all. In his

autobiography, Spearman (1930, p. 326) had
referred to the division between what he
called general and individual psychology as
“among the worst evils in modern psychol-
ogy.” He was not talking about Wissler’s
data in this context. The truth of the mat-
ter is surely that for much of the 20th cen-
tury, and certainly in the early years of the
century, experimental psychology had no
worthwhile theory of intelligence or cog-
nition to offer. Intelligence tests could not
be based on a psychological theory of intel-
ligence because there was no such theory.
Neither Binet's nor Spearman’s “theories”
could really be said to provide a satisfactory
explanation of what it is to be more or less
intelligent. Any rapprochement between
experimental and correlational psychology
had to wait on the development of theory in
cognitive psychology — and that did not hap-
pen until the final quarter of the century.

Factor Analysis

In the meantime, what was left for psy-
chometricians to do? The answer was that
they developed new intelligence tests and
explored the relationships between them.
One impetus for this was, as implied above,
to cash in on the popularity of any mea-
sure that seemed to promise the practical
advantages held out by Terman, Yerkes, and
Brigham. A theoretically much more impor-
tant rationale was to assess the adequacy
of Spearman’s two-factor theory: Would
all test batteries yield a “hierarchy” con-
sistent with the idea that all correlations
between tests could be explained by pos-
tulating a single general factor? This was
of course a theoretical question, and to
that extent test developers were exploring
theories of intelligence. The question was
soon answered in the negative: A corre-
lation matrix that reveals clusters of high
correlations between some tests separated
by lower correlations between these tests
and another cluster of high correlations will
disconfirm the tetrad equation. Burt (1917)
claimed to find evidence of a cluster of high
correlations between different “verbal” tests
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while El Koussy (1935) found a similar clus-
ter of high correlations between a variety
of “spatial” tests. New techniques of factor
analysis made clear the need to postulate
additional “group factors” in addition to g.
Then Thurstone (1938) argued that a differ-
ent procedure for factor analysis (rotation
to simple structure) eliminated the need for
any g at all: Instead, there were a number
of independent “primary mental abilities,”
suspiciously akin to Spearman’s detested
faculties. Thurstone identified seven in all,
including verbal comprehension, verbal flu-
ency, number, spatial visualization, induc-
tive reasoning, memory, and possibly per-
ceptual speed, and designed a series of tests,
his Primary Mental Abilities (PMA) tests,
that were intended to provide measures of
each distinct ability.

In a separate development, Raymond
Cattell proposed that Spearman’s g should
be divided into two distinct but correlated
factors, fluid and crystallized intelligence, Gf
and Gec, the former reflecting the ability to
solve problems such as Raven’s Matrices, the
latter measured by tests of knowledge, such
as vocabulary (Cattell, 1971; Horn & Cattell,
1966). In Cattell’s original account, Gf was
seen as the biological basis of intelligence,
and Gc as the expression of that ability in
the accumulated knowledge acquired as a
result of exposure to a particular culture.
That particular formulation of the theory
was abandoned by Horn, who argued (surely
correctly) that the ability to solve the ana-
logical reasoning and series completion tasks
that measure Gf are just as dependent on
past learning (even if not explicitly taught
in school) as are the tests of vocabulary or
general knowledge that define Ge (see Horn
& Hofer, 1992). Nevertheless, most modern
accounts of the structure of intelligence have
acknowledged the importance of the distinc-
tion between Gf and Gc. More to the point,
at least one modern test battery, the W-J III
(Woodcock-Johnson test) has been designed
in part to provide separate measures of Ge
and Gf - as well as of other components of
intelligence identified by the theory.

It soon became apparent, and was
acknowledged by Thurstone himself, that

his primary mental abilities were not in fact
wholly independent. The pervasive “posi-
tive manifold” reflected the fact that per-
formance on any one test was correlated
with performance on all other tests, and
g reappeared to account for the correla-
tion between Thurstone’s primary abilities.
As early as 1938, Holzinger and Harman
(1938) had proposed one way of doing this,
but the preferred method was later intro-
duced by Schmid and Leiman (1957) in their
“orthogonalized hierarchical” solution. In his
magisterial survey of 20oth century factorial
studies, Carroll (1993) concluded that the
structure of intellectual abilities revealed by
factor analysis included a general factor, g, at
a third “stratum,” some half dozen or more
broad group factors, including Gf and Gec at
a second stratum, as well as factors of visu-
ospatial abilities (Gv), retrieval (Gr), and
processing speed (Gs), and a large, perhaps
indefinite number of specific factors at a
first stratum. This is now sometimes referred
to as the Carroll-Horn-Cattell (or CHC)
model and could be seen as a reconciliation
between, or amalgamation of, Spearman’s
and Thurstone’s accounts, the first and third
strata corresponding to Spearman’s general
and specific factors, the second stratum to
Thurstone’s primary mental abilities.

The story does not, of course, end
here. Other factorists, most famously Guil-
ford (1967, 1985, 1988), in his structure-of-
intellect model, postulated a far larger num-
ber of abilities than Thurstone had ever
dreamed of. He started with 120, moved to
150 and ended up with 180; the novel fea-
ture of his account was that these abilities
were derived from theoretical first princi-
ples: particular abilities were said to consist
of five different kinds of operation, applied
to five different types of content, expressed
in terms of one of six different products
(this produced the 150 number). Although
initially skeptical of the need to postulate
a higher order general factor, later versions
of the model did include a general factor.
Guilford’s abilities should be seen as corre-
sponding to the numerous specific first stra-
tum abilities in the CHC model. One of the
virtues of his approach is that he included
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measures of creativity and social intelligence
that have not commonly appeared in tradi-
tional IQ test batteries. Suss and Beauducel
(2005) have provided a sympathetic account,
and Brody a rather less sympathetic one
which concluded that “Guilford’s theory is
without empirical support” (Brody, 1992, p.
34). There also remain those, such as Gould
(1997) and Gardner (1993), who have dis-
puted whether there is any general factor at
all. Without going as far as Guilford, Gard-
ner believes that there are eight or possibly
more distinct intelligences, most of them not
measured by IQ tests at all. He is surely right
to suppose that traditional IQ tests fail to
measure important aspects of human intelli-
gence. But it seems merely perverse to deny,
or seek to explain away, the fact that a gen-
eral factor will be revealed by analysis of
most batteries of mental tests. The pervasive
positive manifold guarantees that a signifi-
cant general factor will emerge from factor
analysis of virtually any battery of cognitive
tests — and this applies as strongly to tests of
most of Gardner’s intelligences as it does to
traditional IQ test batteries (Visser, Ashton,
& Vernon, 2000).

Within the more traditional mainstream,
Johnson and Bouchard (2005) have rejected
the factorial structure proposed by Car-
roll and Horn and Cattell in favor of one
advanced by Vernon (1950), in which g sits
above two group factors, v:ed and k:m, the
former verbal-educational, the latter spa-
tial and mechanical. They claimed that Ver-
non’s structure, slightly modified, provided
a better fit to two large datasets they ana-
lyzed than either Carroll’s account or Horn
and Cattell’s Gf-Gc theory. In the Vernon
model, fluid reasoning is part of g rather than
identified as Gf, while k:m refers to percep-
tual and spatial abilities rather than more
general reasoning. Vernon’s v:ed is a specifi-
cally verbal ability, as opposed to Gc, which
can include figural knowledge. It is surely
too soon to pass judgment on this dispute.

Factor analysis has clearly had important
implications for theories of human intel-
ligence. Spearman and Thurstone initially
held diametrically opposed views about the
structure of abilities, and factor analysis

of different test batteries eventually forced
them both to acknowledge that their original
theories had been wrong — even if each had
also been partly right. So it would be quite
wrong to claim that mainstream research on
human intelligence was, for most of the 20th
century, conducted in a theoretical void.
But the theories in question were theories
about the structure of human abilities and
the relationship between different aspects
or components of intelligence, not about
the nature of the operations, processes, or
mechanisms underlying these abilities. Fac-
tor analysis was never going to answer these
questions.

What is g?

Although most intelligence researchers
today probably accept that the general fac-
tor is here to stay, they remain sharply
divided on its explanation. These disagree-
ments go well beyond a rejection of Spear-
man’s specific suggestions that g is either
mental energy or the eduction of relations
and correlates.

One of the earliest scholars to raise a
much wider issue and to question the logic
of Spearman’s account of g was Thomson
(1916), who argued that the positive mani-
fold arises, not because all tests measure a
single psychological or neurobiological pro-
cess, as Spearman supposed, but because
each test taps a subset of a very large num-
ber of elementary processes or operations,
and there will almost necessarily be some
overlap between the processes engaged by
one test and those engaged by another. In
general, if tests 1 and 2 each engage a pro-
portion, P1 and Pz, of the mind’s elementary
operations, the correlation between the two
tests will be ¥/ P1 x P2. There is no doubt
that Thomson’s argument is valid — although
it has not been taken up in the form he pre-
sented it. But Ceci (1990) pointed out that
the fact that three tests, 1, 2, and 3, all cor-
relate with one another does not necessarily
imply that there is any process common to
all three. If each test depended on two pro-
cesses, test1onaandb, testz2onb and ¢, and
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test 3 on a and ¢, then all tests will correlate
without there being any process common to
all three.

Thurstone also advanced a principled
objection to Spearman’s emphasis on the
importance of g. His argument was that even
if the positive manifold guaranteed that it
would always be possible to extract a gen-
eral factor from factor analysis of any IQ
test battery, the nature of that general fac-
tor would vary from one test battery to
another, depending on the nature of the
tests included in the battery. In principle,
his argument seems valid: The general fac-
tor of a test battery, such as the earlier
versions of the Stanford-Binet or Wechsler
scales, with a preponderance of measures
of Gc, will surely be different from that
extracted from a battery of tests focusing
on measures of Gf or Gv. And as a matter
of fact, researchers have often appeared to
assume without question, and without evi-
dence, that g is always one and the same.
Thus Rushton (1999) asked whether the rise
in test scores over the course of the 20th
century, known as the Flynn effect (Flynn,
2007), was a rise in g since if it was not, then
it could not really be regarded as a genuine
rise in intelligence. Analyzing data from the
WALIS, he was able to show that the magni-
tude of the increase in scores on the individ-
ual tests comprising the scale was actually
negatively correlated with those tests’ load-
ing on the general factor of the WAIS, and
he concluded that the Flynn effect did not
represent any increase in g. In fact, Rushton’s
findings are unsurprising, since it has always
been clear that the rise in test scores has been
far more pronounced on tests of Gf than on
most tests of Gc — and on the Performance
half of the old WAIS than on the Verbal half
(Flynn, 2007). But the WALIS tests with the
highest loading on WAIS g are the Verbal
tests. Theorists such as Carroll (1993) have
argued that Gf'is closer to g than is any other
second stratum factor; indeed some, such as
Gustafsson (1988), have argued that Gf and g
are indistinguishable. It would follow from
this argument, then, that the Flynn effect
has indeed been a rise in g. More impor-
tant, WAIS g is not Gf, and probably not

the same g as that extracted from other test
batteries.

Given the potential importance of Thur-
stone’s argument, it is remarkable that there
have been so few attempts to undertake
the experiment needed to test its validity.
What is needed is quite simple: Adminis-
ter two or more large and diverse, but inde-
pendent, test batteries, with no overlap in
the actual tests included in each battery, to
a large and reasonably representative sam-
ple of participants, factor analyze the result-
ing correlation matrices of these batteries,
and see if the g extracted from one is, or
is not, the same as the g extracted from
the others. The experiment has now been
done twice, by Johnson, Bouchard, Krueger,
McGue, and Gottesman (2004) and by John-
son, te Nijenhuis, and Bouchard (2008). In
the first study, the correlations between the
general factors of each of their three batter-
ies were .99, .99 and 1.00 — effective iden-
tity. In the second study, with five rather
more diverse test batteries, the correlations
between pairs of four of them ranged from
.95 to 1.00. The fifth test battery consisted
of Cattell’s Culture Fair tests, a measure of
Gf. The correlations between the general
factor of the Cattell tests and those of the
other four batteries were .77, .79, .88, and
.960. With this exception, the results of these
two studies are strikingly clear: The g of one
large and diverse test battery is exactly the
same as that of another. They would thus
seem to provide strong support for the view
that g is not just a statistical phenomenon,
which necessarily arises from the pervasive
positive correlation between all measures of
intelligence. Some researchers will want to
conclude that g must be something real —
appropriately labeled “general intelligence,”
although others will argue that this hardly
proves that there is any unitary process of
general intelligence — or even that perfor-
mance on all IQ tests must depend on the
same set of processes. It is worth adding that
the lower correlations between the general
factor extracted from the Cattell tests and
those of the other test batteries in the John-
son et al. (2008) study must count as evi-
dence that Gf is not the same as g.
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The Explanation of g

Spearman saw that he needed to provide
a psychological or (better still) a neurobi-
ological explanation of g. His psychological
explanation, in terms of the eduction of rela-
tions and correlates, could be said to provide
a redescription of what is involved in analog-
ical reasoning (i.e., of part of what is mea-
sured by tests of Gf) and contributed to the
attempt by Sternberg (1977) and Pellegrino
(1986) to understand the “cognitive compo-
nents” of analogical reasoning or fluid intelli-
gence. Analogies take the form: AistoBasC
is to ? Their procedure involved presenting
participants with a series of simple analo-
gies — for example, simple line drawings of
people, where A might be a picture of a smi-
ley man wearing a top hat, B a glum-looking
woman with a pointed hat, C the same smi-
ley man, but now smaller, and the answer
would be a small glum woman in a pointed
hat. The problems were sufficiently simple
that errors were rare, and the measure of
performance taken was reaction time.
Their analysis argued that the follow-
ing processes were involved in solving such
analogies: encoding the attributes of each
of the terms of the analogy; inferring the
relation between the A and B terms (which
amounted to listing the transformations that
turned A into B; mapping the relation
between A and C (again a matter of listing
the transformations that turned A into C);
applying the A:B transform to C; producing
the correct response. These are, of course,
the operations that must be performed to
solve such analogies — although a critic such
as Kline (1991) would argue that this does
not turn the account into a theory of ana-
logical reasoning. But studies did find signif-
icant correlations between the times taken
to perform inference, mapping, and appli-
cation operations and participants’ scores
on conventional measures of Gf (Stern-
berg & Gardner, 1983). Perhaps, however,
this is a case where correlations should be
interpreted cautiously. There must surely
remain some doubt (expressed indeed
later by Sternberg, 1990, himself), whether
the speed with which people solve such

simple analogies really tells one much about
the reasons some people can, and others
cannot, solve the sort of difficult analo-
gies or series completion tasks that appear
in Raven’s Matrices. One finding that cast
doubt on the premise that speed of oper-
ations was an important ingredient of suc-
cessful intelligence was that older children,
who were better at analogical reasoning
than younger ones, actually spent more time
encoding the terms of the analogies (Stern-
berg & Rifkin, 197¢).

What became of Spearman’s concept of
2 as “mental energy”? It was never clear how
this idea might be operationalized, but per-
haps the nearest parallel is with the idea that
the speed and efficiency of information pro-
cessing by the brain was the basis of general
intelligence (Anderson, 1992; Eysenck, 1982;
Jensen, 1998). Anderson (1992), for example,
proposed that the nervous system consists of
a series of relatively independent and spe-
cialized modules for dealing with different
types of problem — verbal/propositional or
visuospatial, for example — but that the out-
puts of these modules fed into a single cen-
tral processor, whose speed and efficiency
of operation formed the basis of g What
would count as evidence for such a theory?
According to Anderson:

General intelligence cannot, by definition,
be specific to any domain of knowledge.
Thus it must be either a function of a cog-
nitive control process that is involved in
all domains or a non-cognitive physiolog-
ical property of the brain. In either case
it should be possible to find correlates of
general intelligence in tasks that are rel-
atively knowledge-free. (Anderson, 1992,
p. 27, italics in original)

The search was on for “elementary cognitive
tasks” (ECTs) that would satisfy this require-
ment.

Inspection Time and Reaction Time

The two favorite paradigms for this program
of research were inspection time (IT) and
choice reaction time (RT). In the former,
the participant’s task is typically to decide
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which of two very briefly presented lines is
the longer. In the latter (as in Wissler’s orig-
inal experiments), the task is to respond as
rapidly as possible to the appropriate but-
ton when one of several possible lights turns
on. Contrary to Wissler's own data, there
is no doubt that both IT and RT correlate
significantly with measures of intelligence.
Indeed, in one early experiment, Nettelbeck
and Lalley (1976) reported an astonishing
raw correlation of —.g2 between IT and per-
formance scores on the WAIS (the corre-
lation is negative because high IQ is associ-
ated with short inspection time). When such
behavioral data were complemented by neu-
robiological results suggesting a correlation
of the same order of magnitude between
IQ and measures of event-related poten-
tials (ERPs) to briefly presented stimuli
(Hendrickson, 1982), it seemed to some that
the Holy Grail had been found. Eysenck,
for example, announced “the astonishing
conclusion that the best tests of individ-
ual differences in cognitive ability are non-
cognitive in nature!” (Eysenck, 1982, p. 9).

Sadly, the conclusion was premature.
There is evidence that some components
of ERPs to briefly presented stimuli may
correlate with IQ under some circum-
stances (Deary, 2000), but attempts to repli-
cate Hendrickson’s results have had dis-
tinctly mixed success: The largest single
study reported correlations with IQ ranging
from —.087 to +.035 (Vogel, Kruger, Schalt,
Schnobel, & Hassling, 1987).

In the case of RT and IT, it is clear that
performance on both tasks does correlate
with IQ, but the correlations are distinctly
more modest than some early small stud-
ies had suggested, and probably no more
than about —.20 to —.50. This might still
seem surprisingly large, but it is surely far
too small to provide any strong support for
Eysenck’s, Jensen’s, or Anderson’s position.
As Detterman (2002) has perhaps rather
sternly argued, that would require correla-
tions on the order of .80 or higher. What-
ever else g may or may not be, it cannot be
reduced to speed of information processing
by the nervous system — if that speed is at all
satisfactorily measured by these two tasks.

Perhaps even more important, there is rea-
son to believe that Binet was quite right
when he opined that young children respond
more slowly on average than adults on
RT tasks, not because they cannot respond
rapidly but because occasional lapses of
attention cause them sometimes to respond
very slowly. There is good evidence that this
forms a significant part of the explanation for
the association between low IQ and slow RT
or IT performance (e.g., Carlson, Jensen, &
Widaman, 1983). There is not only a correla-
tion between average RT or IT and IQ; there
is an equally strong correlation between IQ
and the trial-to-trial variability of RT and IT:
Juhel (1993) and Larson and Alderton (19go)
showed this for RT, while Fox, Roring, and
Mitchum (2009) reported that the correla-
tion between scores on Raven’s Matrices
and mean IT was —.25, but that between
Raven’s scores and the standard deviation
of IT scores was —.34.

It is clear that the correlation between
IQ and RT or IT does not arise because the
higher people’s IQ, the faster they are capa-
ble of responding or detecting small stim-
ulus differences. It is because they make
fewer slow responses. This hardly supports
the idea that RT or IT is a direct measure
of the speed or accuracy with which infor-
mation is transmitted through the nervous
system, let alone that differences in this
speed are the cause of differences in g.

Cognitive Psychology to the Rescue?

Research on the relationship between 1Q
test scores and RT or IT was undertaken by
psychologists whose primary allegiance was
to psychometrics rather than experimental
or cognitive psychology. At about the same
time, however, several other psychologists
started programs of research designed to
demonstrate whether performance on other
ECTs, in particular some of the simpler
paradigms of the relatively new cognitive
psychology, might be associated with differ-
ences in intelligence. Here too, the measure
of performance often taken was reaction
time, but the stimuli to which participants
were required to respond were not the
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simple lights and auditory signals of tradi-
tional RT studies.

Hunt (1978) employed variants on the
letter matching task devised by Posner and
Mitchell (1967). On each trial, participants
have to choose between a “same” and a “dif-
ferent” response, but different versions of
the task differ in what counts as same or
different. In the physical identity (PI) ver-
sion, “same” means two physically identi-
cal letters, A — A, or a — a, while “differ-
ent” means an upper and a lower case letter,
A-a. In letter name identity (NI), two As
still count as the same, even if shown in dif-
ferent type face, A-a. The stimuli for other
versions are words. Again, physical identity
is a matter of whether two words are exactly
the same — for example, DEER — DEER.
In the homonym identity condition, two
words that merely sound alike are still to be
judged the same, such as DEER - DEAR;
while in categorical identity, two words
from the same category — DEER — ELK —
count as the same, even if different in all
other respects. Reaction times on all these
tasks correlate with 1Q scores (particularly
with measures of Gc), and these correlations
increase in size as one progresses through the
list. But they are rarely greater than —.30.

Hunt, Davidson, and Landsman (1981)
employed the sentence verification task, ini-
tially devised by Clark and Chase (1972).
This task requires the participant to decide
whether a given sentence provides a true
or false description of a simple diagram —
for example, of a star placed above a cross.
Once again, RT is the measure taken, and
once again performance correlates about —
.30 with measures of Ge. While these cor-
relations may be mildly encouraging, like
those reported for simple RT and IT they
are simply not high enough to justify any
claim to have found a simple basis for crys-
tallized intelligence. Another finding with
the sentence verification paradigm is per-
haps more illuminating. Clark and Chase
had also looked at the differences in par-
ticipants’ RTs as a function of whether the
sentence was true or false, and affirmative
or negative, and developed a model of par-
ticipants’ strategy to account for the pattern

they observed. McLeod, Hunt, and Math-
ews (1978) reported similar results for the
majority of their participants, but a rela-
tively small minority yielded a quite differ-
ent pattern of RTs. The interesting finding
was that for the majority, overall RTs were
correlated with scores on a test of Gc; for
the minority, however, overall RTs corre-
lated with their scores on a test of Gv or
spatial ability, not Gc. The surely important
implication is that different people employ
different strategies, either propositional or
visuospatial to solve what is intended to be
exactly the same problem.

Breaching the .30 Barrier

Reviewing much of this evidence, Hunt
came to a somewhat pessimistic conclusion:

Keele. .. has summarized the situation
nicely by referring to the “0.3 barrier”; no
single information processing task seems
able to account for more than 10 percent of
the variance in a general intelligence test.

(Hunt, 1950, p. 455)

Until evidence was found of correlations
between IQ scores and some more tractable
and better understood measures of cognitive
processes reliably in excess of .30, this “cog-
nitive correlates” approach to intelligence
could not be said to have made any dra-
matic impact on theories of intelligence.
Rather presciently, Hunt argued that one
way through the barrier might be to look
at “dual task performance,” where partici-
pants are given a distractor task to perform
at the same time as a primary task. Almost
immediately, a number of studies began to
appear that seemed to solve the problem.
Daneman and Carpenter (1980) and Dane-
man and Green (1986) devised a “reading
span” task, in which students were required
to read aloud a series of sentences, visually
presented one at a time, and then required
to recall the last word of each sentence in
the correct order. They observed correla-
tions ranging from just below .50 to nearly
.60 between reading span scores and stu-
dents’ scores on a vocabulary test and on the
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Verbal SAT. There were even higher corre-
lations, ranging from .70 to .85, between stu-
dents’ reading span scores and their ability
to answer factual questions about the con-
tents of a passage of prose they had just read
(a reading comprehension test).

Working Memory

The reading span test is an example of what
Baddeley has called “working memory” tasks
(Baddeley & Hitch, 1974; Baddeley, 2007). A
simple immediate memory span task, such
as the digit span test that appeared in the
Stanford-Binet and Wechsler tests, presents
a list of digits and requires the testee to recall
the list in the correct order. A working mem-
ory task requires participants to remember
this sort of information while simultane-
ously processing some other information.
In the reading span task, you must try to
remember the last word of the preceding
sentence(s) while reading a new sentence.
Numerous other tests of working memory
have since been devised: a meta-analysis by
Ackerman, Beier, and Boyle (20035) listed
some 5o different procedures, divided into
g different categories. They summarized
results from 86 separate samples and nearly
10,000 participants. The precise magnitude
of the correlation between working memory
and IQ test performance clearly depends
on the nature both of the working mem-
ory paradigm and the IQ test, but it has
rarely dropped below the .30 barrier. For
the first time, a moderately strong correla-
tion has been reliably established between
scores on a variety of different IQ tests
and performance on a relatively straightfor-
ward and tractable (even if, for the partici-
pants, a surprisingly difficult) experimental
paradigm.

Getting Together Again?

Research on working memory began within
mainstream experimental or cognitive psy-
chology (Baddeley & Hitch, 1974), and
only later did researchers begin to study

individual differences. The Baddeley and
Hitch model, with a “central executive”
aided by two temporary stores, the “phono-
logical loop” and the “visuospatial sketch-
pad,” now updated with an “episodic buffer”
(Baddeley, 2007), is still perhaps the modal
model of working memory. But different
cognitive psychologists have proposed many
others (see Miyake & Shah, 1999). Now there
are a number of different models designed to
account for the association between work-
ing memory and intelligence: see, for exam-
ple, the books edited by Wilhelm and Engle
(2005) and Conway, Jarrold, Kane, Miyake,
and Towse (2007). The point is that psycho-
metricians and cognitive psychologists have
joined forces to work together on the same
problem — perhaps to the mutual benefit of
both. The divorce between the two tradi-
tions of psychology, which Spearman saw
as the great evil afflicting psychology at the
beginning of the 20th century, may be end-
ing in a more or less happy reconciliation.
Certainly one happy consequence has been
that, aided by the new technologies of brain
imaging, research on intelligence, working
memory, and other so-called executive func-
tions has begun to point to some of the brain
structures common to them all (Kane, 2005).
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Tests of Intelligence

Susana Urbina

There are many ways of approaching the
topic of intelligence tests. This chapter deals
with just two of them. One approach cen-
ters on what intelligence tests measure and
is tied to the issue of defining what intel-
ligence is. The close connection between
those two questions can be seen in E. G.
Boring’s (1923) definition of intelligence as
that which intelligence tests measure. Most
readers will probably agree that this defini-
tion, while easy to remember, is thoroughly
unsatisfactory because of its circular nature
and limited utility. More substantial and sat-
isfying definitions can be found later in this
chapter and in many other sources (e.g.,
Sternberg & Detterman, 1986; Urbina, 1993).
Boring’s definition, such as it is, does pro-
vide us with a reason to examine what the
multiplicity of intelligence tests do measure
and thus understand what some of the basic
aspects of the construct of intelligence are,
at least in the cultures that gave rise to those
tests.

The second way to approach the topic
of intelligence tests is far more pragmatic. It
concerns the issue of why these tests exist or
the purposes for which they are employed.
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In an interesting but not altogether surpris-
ing coincidence, both ways of approaching
intelligence tests — clarifying what they mea-
sure and what kinds of practical purposes
they can serve — date back to the beginning
of the 20th century.

This chapter reviews the basic elements
of both approaches by examining intelli-
gence tests in some detail. In particular, it
poses and attempts to answer the following
questions:

What are intelligence tests?

When and how did intelligence tests
come to be?

Do intelligence tests really measure intel-
ligence?

What do intelligence tests actually do?

What functions or purposes do intelli-
gence tests serve?

Do intelligence tests have a future?

What Are Intelligence Tests?

The latest edition of the Tests in Print (TIP)
series (Murphy, Spies, & Plake, 2006) lists



TESTS OF INTELLIGENCE 21

202 tests in the “Intelligence and General
Aptitude” category. Of these, only 27 tests
use the term intelligence in their titles. This
number has not changed since the previ-
ous edition of TIP. By and large, the tests
published in the past few decades avoid
using intelligence in their titles, whereas
the older tests continue to do so, even
in their new editions, in order to pro-
vide continuity and because their names
are well established.! In addition, the tra-
ditional intelligence tests — especially the
Wechsler scales and the Stanford-Binet—also
have been the most widely used and studied
(Camara, Nathan, & Puente, 2000). If one
examines the items and manuals of the tests
within the TIP category of “Intelligence and
General Aptitude,” one finds striking sim-
ilarities of both form and purpose among
them, whether or not they have the word
intelligence in their titles.

The truth about IQ tests. Although the
phrase “IQ test” is frequently used to refer
to intelligence tests, the two terms are not
at all equivalent. The confusion between
them stems from the fact that the earli-
est intelligence tests, such as the Stanford-
Binet, used a score called the intelligence
quotient or 1Q for short. Originally, the IQ
was an actual quotient obtained by divid-
ing a number labeled Mental Age (MA) -
which reflected a person’s performance on
the test and was expressed in years and
months — by the person’s Chronological Age
(CA) and multiplying the result by 100 to
eliminate the decimals. If performance on
the test or MA matched the person’s CA
exactly, the IQ would be 100. Hence that
number became known as the “normal” or
average intelligence level. Numbers above
and below 100 indicated that performance
on the test had exceeded or fallen short
of the levels expected at a given CA and
became associated with above and below
average intelligence, respectively. Eventu-
ally it became clear that, for a variety of
reasons, this way of obtaining intelligence

1 Tests within the cited TIP category that were pub-
lished since the 1970s or 1980s tend to use terms
such as cognitive abilities, general ability, or simply
aptitude in their titles.

test scores did not work well — especially in
adulthood when mental development lev-
els off so that increases in CA cannot be
matched by corresponding increases in MA.
Thus, a new way of arriving at IQ scores was
devised.?

The newer measure, known as the devi-
ation I1Q, is the type of score currently in
use by the major tests that still use the
IQ. In spite of the label, the deviation IQ
is no longer a quotient. Instead, IQs are
now derived by comparing a person’s perfor-
mance or raw score on a test of intellectual
abilities to norms established by the perfor-
mance of a representative group — known
as a normative or standardization sample —
of people in the person’s age range. Raw
scores for each normative age group are con-
verted into standard scores with a mean of
100 and a standard deviation (SD) typically
set at 15. The difference between a person’s
score and the average score of her or his age
group — in SD units — determines the per-
son’s 1Q. Thus, deviation IQ scores of 85
and 115 are 1 SD unit away from the mean
and both reflect performance that deviates
equally from the average performance of a
comparable age group sample, but in oppo-
site directions. Since test scores obtained
from representative samples produce distri-
butions resembling the normal curve model,
they can be made to fitinto the normal curve
parameters so that approximately 68% of the
scores are within +1 SD from the average,
95% are within +2 SD, and 99% are within
+3 SD. This is just one of the reasons to
be suspicious of reported IQ scores much
higher than 160, which — if the SD is set at
15 —is a number that would represent perfor-
mance at 4 SDs above the average and thus
in the top one-tenth of 1% of the age group
norm. IQ scores much higher than 160 can-
not be obtained in most of the current tests
of this type.

As of now, the TIP lists barely more
than a dozen tests that produce IQ scores.
These include the current versions of the
oldest traditional intelligence test batteries,

> For a more complete history of the IQ score, see
Murdoch (2007).
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such as the Stanford-Binet Intelligence Scale
(SB), the Slosson Full-Range Intelligence
Test (S-FRIT), the Wechsler Adult Intelli-
gence Scale (WAIS), the Wechsler Intelli-
gence Scale for Children (WISC), and the
Wechsler Preschool and Primary Scale of
Intelligence (WPPSI). Some test batteries
of more recent vintage also yield IQ scores,
notably the Kaufman Adolescent and Adult
Intelligence Test (KAIT), but most of the
newly developed tests that yield IQ scores
are either abbreviated versions of other tests,
such as the Wechsler Abbreviated Scale
of Intelligence (WASI) and the Kaufman
Brief Intelligence Test (K-BIT), or tests lim-
ited to nonverbal content, such as the Uni-
versal Nonverbal Intelligence Test (UNIT),
the Leiter International Performance Scale-
Revised (Leiter-R), or the General Ability
Measure of Adults (GAMA). Due to the
controversies surrounding IQ scores and to
the excessive and unjustified meanings that
the IQ label has acquired, the use of 1Qs
in scoring intelligence or general aptitude
tests is rapidly being abandoned, replaced by
terms such as General Ability Score or Stan-
dard Age Score. In keeping with tradition,
however, most of these scores are derived in
the same way as deviation IQs and have a
mean set at 100 and SDs of 15 or 16.

When and How Did Intelligence Tests
Come to Be?

The origins of intelligence testing are inex-
tricably linked to Francis Galton and Alfred
Binet. Of course there were others — both
before and after them — who contributed to
the development of intelligence tests in sig-
nificant ways, but these two men, who had
very different goals, set the stage for most
of the positive and negative consequences
that would follow. Accounts of the history
of intelligence testing and of the leading fig-
ures in that history, as well as of the con-
troversies they generated, can be found in
many sources. Among the most interesting
and readable ones are those provided by
Fancher (1985), Sokal (1987), and Zenderland

(1998).

Among psychologists, Francis Galton is
most often remembered as the originator
of the so-called “nature-nurture” contro-
versy that has been such a crucial point
of debate in the social sciences. Galton’s
desire to devise a way to measure intelli-
gence stemmed from his interest in gifted-
ness and genius and his eugenicist notion
that the intellectual caliber of society would
be improved by identifying highly intelli-
gent young men and women and encour-
aging them to procreate early and profusely.
This idea, in turn, arose from his conviction
that intelligence is an inherited and unitary
trait rooted in physiology. Using the theory
of evolution developed by his cousin Charles
Darwin as a source of inspiration, Galton
investigated the extent of resemblance in
terms of intellectual achievement among
people with different degrees of familial
ties. Even though his findings were insuf-
ficient to prove his argument conclusively,
Galton nevertheless proceeded to develop
a series of measures of reaction time, sen-
sory acuity, and such, which he believed
were indices of one’s natural inherited abil-
ity associated with functions of the cen-
tral nervous system. Although Galton col-
lected such data on thousands of individuals
at his Anthropometric Laboratory in Eng-
land, it was left to an American psychol-
ogist named James McKeen Cattell — who
was influenced by Galton - to continue this
line of work in the United States and to see
the premises on which it was based discred-
ited. Cattell coined the term mental tests to
refer to a series of tasks involving primar-
ily psychomotor and sensory measures along
the lines of those suggested by Galton’s
theory and he proceeded to collect data
using these measures at Columbia Univer-
sity. Unfortunately for the theory, a study
by one of Cattell’s own students (Wissler,
19o1) indicated that there was practically
no relationship among the mental tests or
between them and the indices of academic
achievement used as a criterion of mental
ability.

Whereas Galton, as well as Cattell, failed
in his endeavor to create a device for
assessing intellectual abilities, their French
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contemporary Alfred Binet succeeded
admirably. Unlike Galton, Binet worked
with children and was interested in iden-
tifying intellectual retardation rather than
giftedness. He got involved in this effort in
1904 when he was appointed by the French
government to a commission whose task
was to implement the new law requiring
public education for all children. Identify-
ing individuals who, due to mental retar-
dation, would be unable to attend ordinary
schools and would require special education
was an essential aspect of this mandate. Due
to a variety of circumstances in his personal
and professional life, Binet was at that point
particularly well prepared for the job he
undertook (Wolf, 1973). He and his collab-
orator Theodore Simon were able, by 1905,
to develop and publish a scale consisting of
30 simple tasks of increasing difficulty that
could distinguish among children with dif-
ferent levels of intellectual capacity. Binet
and Simon used their experiences with thi